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Abstract: Key phrase extraction only consider the connections between words in a document, ignoring
the impact of the sentence. Motivated by the fact that a word must be important if it appears in many
important sentences, we propose to take full advantage of the reinforcement between words and
sentences by melting three kinds of relationships between them. Moreover, a document 1s grouped with
many topics. The extracted key phrases should be synthetic in the sense that they should deal with all
the main topics in a document. Inspired by this, we take topic model into consider. Experimental results
show that our approach performs better than state-of-the-art key phrase extraction method on two
datasets under three evaluation metrics.
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1. INTRODUCTION: Keywords give a high level summarization of a document, which is vital for
many areas of natural language processing, including document categorization, clustering and
classification1. Before the emergence of the technology of automatic key phrase extraction, the task
1s usually conducted by human which 1s very time-consuming. Moreover, the scale of Information
1s becoming larger owing to the development of the Internet and it 1s inefficient for professional
human indexers to note documents with key phrases manually. How to automatically extract the
exact key phrase of a given document becomes an important research problem and many
approaches have generally appeared. The task of key phrase extraction usually conducts in two steps
: (1) extracting a bunch of words serving as candidate key phrases and (2) determining the correct
key phrases using unsupervised or supervised approaches. In the unsupervised approach, graph-
based ranking methods perform the best3. These methods construct a word graph based on word
co-occurrences within the document firstly and then ranking the words according to their scores. As
a result, the top ranked words are the key words we want. However, this method just maintains a

single score of a word without considering the mmpact of sentence which is composed of words.
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Motivated by the work ofWan4, we propose to extend the word graph to three graphs, namely word
to word graph, sentence to sentence graph and sentence to word graph. However, Wans method
has a disadvantage: the same as Text Rank

2 TERM CLUSTERING:

In this paper, we concentrate on the task of key phrase extraction other than document
summarization so we just need to apply clustering techniques on the word graph. That does not
mean we do not take consideration of the effect of sentence to words because only when the iteration
converges and the ranking of the words are obtained, the clustering method will be applied to the
graph. After clustering, we can get several clusters and each cluster contains a bunch of words which
are similar to a certain topic. Then we can select the words near the centroid of each clusters key
phrases according to the importance we just obtained in above sections. Here we use the widely
used clustering algorithms K-means13 to cluster the candidate key phrase based on the word graph
we build. The number of clusters 1s decided by the length of the document and we will explore the
preference

3. Experiments

Datasets We carry on our experiment on two standard datasets to evaluate the performance of our
method. One dataset 1s built by Hulth200314 and this dataset contains 1460 abstracts of research
articles. Each abstract has two kinds of manually labeled key phrases, one controls the limit the other
does not. Another dataset is created by Luis Marujo who annotates the articles collected from the
Web with a ranked list of key phrases. The corpus contains 900 articles and each article has a list of
key phrases. We call this dataset 500N in this paper

3. 1: Comparing results on Hulth2003 datasets.

System Precision Recall F-measure

TF - IDF 32.8 33.0 31.4

Text Rank 39.7 40.1 37.3

Our Method 43.0 40.2 39.6

3. 2: Comparing results on 500N datasets

System Precision Recall F-measure

TF - IDF 43.8 43.8 41.1

Text Rank 48.6 50.0 47.7

Our Method 48.7 49.8 47.8

from the results, our method outperforms the baseline approaches significantly. Seen from table 2,
although the recall of Text Rank 1s better than the results of ours but our F-measure and Precision
are better than it. Because we fail to get the number of key phrase extracted from each article by

Text Rank,
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4. Typical workflow:
To use this feature, you submit data for analysis and handle the API output in your application.

Analysis 1s performed as-1s, with no additional customization to the model used on your data.

1.Create an Azure Language resource, which grants you access to the features offered by Azure
Cognitive Service for Language. It will generate a password (called a key) and an endpoint URL that
you'll use to authenticate API requests.
2.Create a request using either the REST API or the client library for C#, Java, JavaScript, and
Python. You can also send asynchronous calls with a batch request to combine API requests for
multiple features into a single call.
3.Send the request containing your data as raw unstructured text. Your key and endpoint will be
used for authentication.
4.Stream or store the response locally. The result will be a collection of recognized entities in your
text, with URLs to Wikipedia as an online knowledge base.
4. Conclusions and Future work:
In this paper we propose a graph-based method incorporating with clustering algorithm for key
phrase extraction . Experiments show that our method outperforms other baseline methods on two
datasets. Compared with the old work conducted by Wan, we apply the clustering algorithm on the
word graph and obtain an improved result which can cover the main topics the former fails to do.
5.Next some other works can be conducted on this task:
1. The clustering method can be modified due to the appearance of many clustering methods which
outperforms
K-Means such as Affinity Propagation, hierarchical clustering method.
2. The method only takes consider in a single document next we can make full use of corpus which
has a bunch of documents similar to the specific document.
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